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Mathematics is a fundamental tool for understanding and solving problems in various fields,
from the natural sciences to engineering and social sciences. One of its core branches is linear
algebra, which deals with the study of vectors, matrices, and systems of linear equations. Another
essential branch is calculus, which focuses on the study of rates of change and accumulation.

This textbook provides a comprehensive introduction to these two fundamental areas of
mathematics. We will explore the concepts of matrices, systems of linear equations, integrals,
differential equations and functions of several variables. These topics are interconnected and
have wide-ranging applications in various fields.

Matrices are rectangular arrays of numbers or symbols arranged in rows and columns.
They are used to represent data, solve systems of equations, and perform transformations in
geometry. Systems of linear equations are sets of equations involving linear expressions. Solving
these systems is a common task in mathematics and has practical applications in fields such as
engineering, economics, and computer graphics.

Integrals are used to calculate areas, volumes, and other quantities. They are a fundamental
concept in calculus and have applications in physics, engineering, and economics. Differential
equations are equations involving derivatives of functions. They are used to model various
phenomena in physics, engineering, biology, and other fields.

This textbook provides a solid foundation in essential mathematical concepts that are crucial
for first-year university students, since it covers the most common and important chapters
(Matrices, systems, integrals and differential equations) about the unit Mathematics 2.

Throughout this document, the narrative is designed to captivate the reader’s focus. Examples
and solved applications are seamlessly integrated into the text, creating an immersive learning
experience. Visual aids and illustrative examples are strategically placed to reinforce comprehen-
sion and spark curiosity. This modest textbook is very concise with little amount of proofs and
easy problems. Therefore, I would recommend it as a first reading experience before getting into
more detailed and elaborated sources.

In concluding this introduction, i would give many Thanks to Dr. Anes MOULAI-KHATIR
for all his support and his serious contribution to this work.
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1.1

1.1.1

erminants’

\

oo

Almost every program that gathers and organizes information can utilize matrices. The utilization
of matrices has expanded with the rise in data availability across various aspects of life and
business. They play a crucial role in arranging data across various scientific disciplines such as
physics, chemistry, biology, genetics, computer science, meteorology and economics. They are
also used for bringing images to life in movies and video games through animation.

Matrices

Matrices are tables of numbers. Most linear algebra problems are solved by manipulating
matrices. this is true, particularly when solving linear systems.

In this chapter, K represents a field. We can think of R or C.

Definitions and basic concepts

* amatrix A is a rectangular table of elements of K.

* Itis said to be of size n X p if the table possess n lines and p columns.
* The numbers of the table are called coefficients of A.

« the coefficient situated at i’" line and the jth column is noted a; ;.
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This table is represented by:

al ar2 ... apj ... Qlp
a; a2 ... axj ... A2p
A= or A= (a,-,j) 1§l'.§n.
aij1 aj2 ... 4ij ... Qjp 1<j<p
an1 dp2 ... Qpj ... dpp
= Example 1.1
1 -2 5
A=
0o 3 7
is a matrix 2 x 3 with, for example, a; ; =l and a3 = 7. "

* Two matrices are equal when they have the same size and their corresponding coeffi-
cients are equal.

* The set of matrices with n line and p column and with coefficients in K are written
M, ,(K). The elements of M, ,(R) are called real matrices.

* If n = p (same number of lines and columns), the matrix is called square matrix. We
write M,(K) instead of M, ,(K).

al a2 ... aLn
a1 ao» ... dyp
an,1 Aap2 ... dpp

The elements ay 1,a2,...,a,, form the principal diagonal of the matrix.
* A matrix with only one line (n = 1) is called line matrix or line vector. We write

A:(ahl an ... Cll7p>-

* Similarly, A matrix with only one column (p = 1) is called column matrix or column
vector. We write
aii

)

a
A=

an1

* A matrix (of size n x p) with all coefficients equal to zero, is called null matrix and is
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noted 0, , or simply 0. In the matrix calculus, the null matrix plays the role of the number
0 for the reals.

Addition of matrices

Definition 1.1.1 Let A and B two matrices of the same size n X p. Their sum C =A+ B is
the matrix of size n X p defined by

Cij = aij+b,-j.

= Example 1.2

3 -2 0 5
If A= and B =
1 7 2 —1
then
A+B=
3 6
however if B= then A-+B' isnotdefined
8

Definition 1.1.2 The product of a matrix A = (a,- j) of M, ,(K) by a scalar @ € K is the matrix
(Ozai j) formed by multiplying each coefficient of A by «. It is noted o - A (or simply 0tA).

= Example 1.3

1 2 3 2 4 6
If A= and o=2 then oA =

010 020

The matrix (—1)A is the opposite of A and is written —A.
The difference A — B is defined by A+ (—B).

= Example 1.4

2 -1 0 -1 4 2
If A= and B =
4 -5 2 7 -5 3
then
3 -5 =2
A—B=
-3 0 -1

Proposition 1.1.1 Let A, B and C three matrices belonging to M, ,(K). Let & € Kand B € K
two scalars.



8 Chapter 1. Matrices and Determinants

. A4+ B =B+ A : The sum is commutative,

. A+ (B+C) =(A+B)+C : The sum is associative,

. A+ 0 = A : the null matrix is the neutral element of the addition,
(a+B)A=o0A+PBA,

. 0(A+B) = 0A+ oB.

1.1.3 Product of matrices

The product AB of two matrices A and B is defined if, and only if the number of columns of A is
equal to number of lines of B.

Definition 1.1.3 — Product of two matrices. Let A = (g;j) a matrix n x p and B = (b;;) a
matrix p X g. Then the product C = AB is a matrix n X g whose coefficients c;; are defined by

p
Cij = Z aikbrj = aibij+apbrj+---+aibrj+-- -+ aipbp;.
k=1

It is common to dispose the calculation in the following manner.

X
X
B
X
X
|
A— | «— AB
X X X X - — — Cij
Let:
I 2
1 23
= B=|-11
2 3 4
1 1
First test :
1 2 I 2
-1 1 -1 1
1 1 I 1
1 2 3 C11 C12 1 2 3 2 C12

2 3 4 c21 €22 2 3 4 c21 €22
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Hence :
2 7

3 11

=AB

Proposition 1.1.2 1. The product of matrices is not commutative in general,
2. AB=0does not imply A=0o0r B=0,
3. AB = AC does not imply B = C,
4. A(BC) = (AB)C : associativity of the product,
5. ABB+C)=AB+AC and (B+C)A=BA+CA: distributivity of the product compared
to the sum.
6. A-0=0 and 0-A=0.

Definition 1.1.4 — Identity Matrix. The following square matrix is called the identity
matrix:

1 0 0

01 0
I, =

00 . 1

Proposition 1.1.3 If A is a matrix n X p, then
I, A=A and A-I,=A.
Definition 1.1.5 — Invertible Matrices. Let A € M, (K), we say that A is invertible if
3B e M,(K),AB=1, or 3C € M,,(K),CA =1,
The inverse matrix of A is denoted A~! and verifies AA™!' = A71A = L.

In the set M,(K) of square matrices of size n x n with coefficients in K, the product of
matrices is an internal operation : if A, B € M,,(K) then AB € M, (K).

Particularly, we can multiply a square matrix by itself: we note A2 =AxA AP =AxAXA.

Hence, we can define successive powers of matrices :

Definition 1.1.6 For all A € M,(K), we define the successive power of matrices of A by
A% =1, and AP*! = AP x A for all p € N. In other words,

AP =AXAX---XA.
—_—

p times
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1 0 1
We seek to calculate A” withA= | 0 —1 0 |. we calculate Az, A3 and A* and we get :
0 0 2
1 03 1 0 7 1 0 15
A2=0 1 0| A'=A’xAa=|0 -1 0| A*=|0 1 0
0 0 4 0O 0 8 0 0 16
1 0 2P —1
A close look at the first powers allows one to think that the formulais: A” = [ 0 (—1)” 0
0 0 2°

Exercise : Prove the result by induction.

Let A a matrix of size n X n. We say that A is a lower triangular matrix or left triangular
matrix if its elements under the diagonal are nulls, in other words :

I<j = a,'j:().

A lower triangular matrix has the following form:

ag; 0 -+ -+ 0
az; axp

0
anl an2 DAY ... ann

We say that A is an upper triangular matrix or right triangular matrix. if its elements
over the diagonal are nulls, in other words:

i>] = a; = 0.
An upper triangular matrix has the following form:

ayr a2 -.. ... ... dln

0 axpy ... ... ... amy
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Two lower triangular matrices (left and center), one upper triangular matrix (right):

4 0 O I 1 -1
5 0

0 -1 0 0 -1 -1
I -2

3 =23 0 0 -1

A matrix that is lower triangular and upper triangular is said to be diagonal. In other words:
i 7é j = a; = 0.

= Example 1.5 If D is a diagonal matrix, we can easily calculate its powers D” (by induction in

p):
o O ... ... 0 al 0 ... ... 0
0w 0 ... 0 0 0 ... 0
p—|: - - | )
0 ... 0 & O 0 ... 0 a, 0
0O ... ... 0 oy 0O ... ... 0 aof

Theorem 1.1.4 A matrix A of size n X n, triangular, is invertible if and only if its diagonal

elements are not null.

Let A a matrix of size n X p

ap a2 ... dip

azr az ... ayp
A=

anl dp2 ... dpp

Definition 1.1.7 We call the transpose of A the matrix A’ of size p x n defined by :

ap a2 ... apl
AT _ 6112 6122 e Cln2
alp a2p anp
s Example 1.6
T
1 2 3 1 4 -7
4 5 -6 =12 5 8

-7 8 9 3 -6 9



12 Chapter 1. Matrices and Determinants

1 -5| = (1 -2 5'=]-22

Theorem 1.1.5 1. (A+B)T =AT + BT
2. (aA)T = aAT
3. (AT =A
4. [(AB)T =BTAT
5. If A is invertible, then A” is also invertible, and we have (A7) ™! = (41T,

R) In the case of a square matrix of size n X n, the elements a1, ax,...,an, are called the
diagonal elements.

Its principal diagonal is the diagonal (a;1,a2,...,du).

ay;y aiyp ... Qain
azy dzy ... dyp
anl dp2 ... dpp

Definition 1.1.8 The trace of the matrix A is the sum of the diagonal elements of A. In other
words,

A=ay+ap+-+amn.

2 1
= Example 1.7 « IfA= ,then (A) =2+5="1.
5

0
I 1 2
eForB=|5 2 8 [,(B)=142—-10=-7.
11 0 —10

Theorem 1.1.6 Let A and B two matrices n X n. then :
1. A+B)=A+B,
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Definition 1.1.9 A matrix A of size n X n is symmetric if it is equal to its transpose, which
means if

A=AT,
oreven, if a;j =aj; forall i, j = 1,...,n. The coefficients are then symmetric and therefore

symmetrical with respect to the diagonal.

= Example 1.8 The following matrices are symmetric :

DETERMINANTS

1.2 Determinant

The determinant is a number we associate to n vectors (vi,...,v,) of R". It corresponds to the
volume of parallelepiped generated by those n vectors. We can also define the determinant of a
matrix A. The determinant lets you know if a matrix is invertible or not, and generally speaking,
plays an important role in matrix calculus and linear systems resolution.

In all the following, we will consider matrices with coefficients in a commutative field K,
where the principal examples being K = R or K = C. We start by giving the expressions of the
determinants for matrices in small dimensions.

In dimension 2, the determinant is easily calculated:

a b
det =ad — bc.
c d

It is the product of the elements of the principal diagonal minus the product of the second
principal diagonal.
Let A € M3(K) a matrix 3 x 3:

apr a2 a3

A= lay axn an

as|y aizy dasj
This is the formula for the determinant:

detA = +ajjaxnaz; +apnaxaz +ajzaziasn

—dajz1azza)z —dazazidi] —dazzazldl? -
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Let us calculate the determinant of the matrices :

2 1 0
2 1

A= B=11 -1 3
—10 —1

3 2 1

By calculus, we have:
detA=2x(—1)—(—10)x 1 =38.

detB=2x(—1)x1+1x3x34+0x1x2
- - - = 6.

1.2.1 Calculus of determinants

One of the most useful technics to calculate the determinant is « Expansion by line (or by
column)».
Definition 1.2.1 Let A = (a;;) € M,(K) a square matrix.

* We denote A;; the extracted matrix, obtained by removing the line i and the column j
of A.

 The number detA;; is a minor of order n — 1 of the matrix A.
* The number C;; = (—1 )t detA; j 1s the cofactor of A related to the coefficient a;;.

a e dalj-1 aj,j aj+1 ot Qln
ai—1,1 - Ai-1,j-1 4di—-1j 4i—1j+1 - Qi—1n

A= a1 e 41 ai j aj j+1 ot dip
air1,1 0 Aiplj—1 dipl,j o diglj+1 0 Qitlan

anl o A, Anp,j anj+1 Unn

ara ayj—1 at,j+1 aln

ai—1,1 .- di—-1j-1 4i—1j+1 --- Gdi—1n

Aij_

ai+1,1 -+ Aipl,j-1 4itrlj+1 .-+ Qitln

anp.1 N an,j_l a,,7j+1 e Adn.n
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1 2 3
s Example 1.9 LetA= |4 2 1 |.Let’sCalculate A{;,Ci1,A32,C3.
011
1 2 3
1 3
A =14 2 1| =
4 1
011

Cy = (—1)*2detAsp = (—1) x (—11) = 11.

Remember that we associate signs : A =

So Cy; = +detAqq, Cjp = —detAjy, Cy1 = —detAp;...

Theorem 1.2.1 — Expansion following a line or a column. Formula of expansion by line i:
n L n
detA = Z (—1)’+Ja,-jdetA,~j = Z a,'jCl'j
j=1 j=1
Formula of expansion by column j:

n n
detA = Z(—l)’ﬂaijdetAij = ZaijCij
i=1 i=1

Let’s find the formula of determinants 3 x 3, by expansion following the first line.

ajy app ap
ay1 ay ay| = anCi+apCp+aisCs
a3 ayp asx;
ay a3 ax| a3 a axp
= an —an +ai3
azy asy a3 asy a31 as
= ai1(ana33 —axnay) —an(aas; — az1a3)
+ai3(az1a3 — azia)
= a11a2a33 — a11a32023 +A12031423 — 12021433

+ajzaziasy —ajzasiax.
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= Example 1.10

detA = 0Cip+2Cy» +3C5 +0Cy
(exp. through the second column)

4 3 1 4 3 1
= 42|10 1 —-1|—-314 1 0
1 2 3 1 2 3

exp. of two determinants 3 x 3

1 -1 31 3 1
0 = +2(+4 —0 +1
2 3 2 3 |1 -1

S A~ B~

(following the first column)

S W NN O
—_

3
~3[ -4 +1 —0
2 3 13 12

(following the second column)

= +2(+4%x5-0+1x(—4))
—3(—4x7+1x11-0)

= 83

1.2.2 Calculus of the inverse of a matrix

Let A € M, (K) a suqare matrix. We associate to it a matrix C of the cofactors, called Comatrix,

denoted by Com(A):
Cii Cn2 -+ Cyy
G G - O
C=(Gj) = "
Cnl Cn2 t Cnn

Theorem 1.2.2 Let A a square matrix, then
A is invertible, if and only ifdetA # 0.

In addition, if A is invertible, and C is its comatrix, we can caluculate the inverse of A using
the formula




1.3 Matrix associated to a linear map 17

1 10
s Example 1.11 LetA=1| 0 1 1
1 01

The calculus gives detA = 2.
The comatrix C is obtained by calculating 9 determinants 2 x 2 (without forgetting the signs

+/—). We find :
1 I -1
C=1|-1 1 11,
I -1 1
So
I -1 1
1 1
-1 T
= C' = —
detA 2 ! I !
-1 1 1

MATRIX ASSOCIATED TO A LINEAR MAP
(OR APPLICATION)

1.3 Matrix associated to a linear map

We will see that there exists a close connection between matrices and linear applications.
Naturally, to a matrix, we associate a linear application. Conversely, given a linear application
and bases for the vector spaces of departure and arrival, we associate a matrix.

Let E and F be two K-vector spaces of finite dimension. Let p be the dimension of E and
%A = (ey,...,ep) be abasis for E. Let n be the dimension of F and &' = (fi,..., f,) be a basis
for F'. Finally, let f : E — F be a linear application.
Definition 1.3.1 The matrix of the linear application f with respect to the bases .24 and
is the matrix (a; j) € M, ,(K) whose j-th column is formed by the coordinates of the vector
f(e;) inthe base B' = (1, /2,...,[»):

ap aij aip
as] azj azp
anl Apj Aanp

In simpler terms: it is the matrix whose column vectors are the image by f of the vectors from
the starting base %, expressed in the destination base %’. This matrix is denoted as 2.2 (f).
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Let f be the linear application from R? to R? defined by

f . R — R?

(x1,X%2,x3) +— (%] +x2 —x3,x] —2x2 4+ 3x3)

It is useful to identify row vectors and column vectors; thus, f can be seen as the application

(a X1+x3—X3
f‘ <;§> = <X172)C2+3X3 :

Let 2 = (e, €2, e3) be the canonical basis of R? and &' = (f1,f>) be the canonical basis of
R?. That is:

1 0 0
1 0
e1=10 e2= 11 e3= |0 fi= 0 =
0 0 1

What is the matrix of f in the bases % and %'?
We have f(e;) = f(1,0,0) = (1,1), f(e2) = (1,—2), and f(e3) = (—1,3). Thus:

I 1 -1

2.2 (f) =
1 =2 3

We will now change the basis of the departure space and that of the arrival space. Consider
the vectors

1 1 0 .
0 1 1

One can easily show that %y = (€1, &, &3) is a basis of R? and Bl = (¢1,¢) is a basis of R?.

What is the matrix of f in the bases %, and %,?

fl&1) =f(1,1,0) = (2,—1) =3¢1 — ¢2, f(&2) = f(1,0,1) = (0,4) = —4¢1 +4¢,, f(&3) =
f(0,1,1) = (0,1) = —¢@; + ¢, thus

Conversely, given a matrix A € M, 3(R) expressed in the canonical bases of R? and R? as

1 35
2 46
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We can define the linear application f € .%(R?,R?) associated with it by

f(x,y,2) = (x+3y+5z,2x+ 4y +62)

CHANGE OF BASIS, TRANSITION MATRIX

1.4 Change of Basis, Transition Matrix

Let E be a finite-dimensional vector space, and let # = (ey,e3,...,e,) be a basis of E. For each
x € E, there exists a unique p-tuple of elements from K (x1,x2,...,x,) such that

X =x1e] +xze2+ -+ xpe€p.

X1

X2
The matrix of the coordinates of x is a column vector, denoted 4(x) or < . ) .

%/
X1
X2

: > without mentioning the basis.

Xp

In R?, if A is the canonical basis, then we simply write (

Let E and F be two K-vector spaces of finite dimension, and f : E — F a linear application.

Let £ be a basis of E and %’ a basis of F.

Proposition 1.4.1 s LetA=g 4 (f).

X1
X
* Forx € E, denote X =4 (x) = ( . ) :
x}, %
v
2
e Forye€ F,denote Y =4 (y) = ( : ) .
);n K74
Then, if y = f(x), we have

In other words:

2 (f(0) =22 (f) xz(x)
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Functional Language Matrix Language

Vector Column Matrix
xekE X € M, (K)
0 Op,1
Ax+ Uy AX +uy
Linear Application =~ Rectangular Matrix
ue Z(EF) AeM,,(K)
y = u(x) Y =AX
vou BA
u isomorphism, u! A invertible, Al
uec Z(E) A € M,(K)
Idg Iy
u™ A"

Let E be a finite-dimensional vector space of dimension n. We know that all bases of E have
n elements.
Definition 1.4.1 — Transition Matrix. Let 2 be a basis of E. Let %’ be another basis of E.
The Transition Matrix from the base % to the base %', denoted ».- 18 the square
matrix of size n X n whose j-th column is formed by the coordinates of the j-th vector of the
base %', with respect to the base .

In summary:

The Transition Matrix g & contains - in columns - the coordinates of the

vectors of the new base %’ expressed in the old base 2.

This is why sometimes g 4 is also denoted as »(#').

= Example 1.12 Let’s consider the real vector space R?. We have

1 1 1 5
e = ey = & = & =
0 1 2 4

Consider the base % = (ey,e;) and the base Z' = (g1, &).
What is the Transition Matrix from % to %’?

We need to express €] and & in terms of (e1,e,). We calculate that:

€ = —e1+2e = & =e1+4ey =

2 4
i i
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The Transition Matrix is therefore:

BB =
2 4

* Let E and F be two K-vector spaces of finite dimension.

e Let f: E — F be a linear application.

e Let B, %’g be two bases of E.

* Let Br, P} be two bases of F.

* Let P =4, 5 be the Transition Matrix from % to By

* Let Q =4, 4, be the Transition Matrix from Zr to B

* Let A =4, %, (f) be the matrix of the linear application f from the base % to the base

)
* LetB=y4 2. (f) be the matrix of the linear application f from the base %}, to the base
B

Theorem 1.4.2 — Change of Basis Formula. |B = o 'ap




2. Systems of linear equqhons

IS Y

Kedative wind

Linear algebra utilizes linear systems, which play an integral role in modern mal;x'ématics.
They are essential in various fields like engineering, physics, chemistry, computer science, and
economics. A linear system is frequently used as an approximation for a non-linear system of
equations.

INTRODUCTION TO SYSTEMS OF LINEAR
EQUATIONS

2.1 Introduction to Systems of linear equations

Letn, p € N*. We call Linear Systems of n equations with p unknowns, any equations system

of the form
( ajxy +apxy +apxs + - Fapx, = by ((— equation 1)
aixy +axnxy —+axpxzy + - Fayppx, = by ((— equation 2)
() ~ -
apxy  +apxy +apxz + - dapx, = b (+— equation i)
L amx1 Fapxs +apxs + - Aappx, = by (+ equation n)
where, fori=1,...,n, j=1,...,p, the scalars a;;,b; € K are given.

Foralli € 1,n,j € 1, p, the x; are called the unknowns of the system, whereas the a;; are
called coefficients of the system and the b; form the second member of the system.
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x1—2x =1
. ! is a linear system of 2 equations with 2 unknowns. The second member
2)61 — 3X2 =4
. 1
is
4
x+2y+z=3 . . .
is a linear system of 2 equations with 3 unknowns. The second
Tx—5y—2z=2
. 3
member is
2
e+y=1. .
i ) is not a linear system.
x+sin(y) =2
2y =-3 .
. is not a linear system.
pra y5 =2

Let (.) the linear system introduced previously.
* We call matrix of a system (.¥) the matrix A of n lines and p columns given by

ai, ar2 ... d4rj ... dip
a] a2 ... 4a4yj ... A2p
A= e M, ,(K)
ajy 4jp2 ... 4ij ... Qip
ap1 4p2 ... Qpj ... Qup

* We call matrix column of the second member of (.#) the vector column B constituted
by the coefficients b;, j = 1,..., p defined by :

by

s We call augmented system matrix (.7) the matrix A = (A|B) of n lines and p+ 1 columns
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given by
ay, aip ... apj ... app|by
ai dayz ... a27]- 612717 b2
A: eMn7p+1(K).
a1 4aij2 ... 4ij ... AQip bl'
ap,1 Adp2 ... Qpj ... dpp bn
X1
e IfwenoteX = | : | € M, (K) then the system (.*') is equivalent to
Xp
AX =B.

This equation is called system matrix equation, and the rank of A is also called rank of the
system.
Given the following system

= Example 2.1 Given the following system

x=y+2z+1 I -1 -2
(#):{z+y+2=—3x then the associated matrix to (.)isA=| 3 1 1
2x+3y—3=17z 2 3 —17
1
The matrix column of the second member is B= | —2 | and the augmented matrix is
3
I -1 =211
A=13 1 1 |2
2 3 —-17| 3
Hence () is written
1 -1 =2 X 1
3 1 1 y | =1 -2
2 3 17 b 3

STUDY OF THE SET OF SOLUTIONS

2.2 Study of the set of solutions
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Definition 2.2.1 A solution of a linear system is a p-tuple (s1,52,...,5,) € K” (p numbers
(reals or complexes) such that if we substitute x; by s, x5 by s2, ... and x,, by s, in a linear
system described in the definition, we get an equality. The set of solutions of the system is
the set of all its p-tuples.

= Example 2.2 The system

X1 — 3x 4+ x3 =1

—2x1 + 4x» — 3x3 = 9
admits a solution (—18,—6, 1), in other words
xp =—18, xy) = —6, x3=1.

However, (7,2,0) is not a solution of the system. .

We aim to determine all the solutions of a linear system. This is called solving the sys-

tem.

Theorem 2.2.1 For a system of linear equations, three cases arise:
1. The system does not admit any solution.
2. The system admits only one solution.

3. The system admits an infinity of solutions.

R) A linear system which admits at least one solution is said to be compatible otherwise, it is
said to be incompatible.
An important special case is that of homogeneous systems (systems whose second member
is zero). Such systems are always compatible because they admit the solution s; = s, =
--» =5, = 0. This solution is called trivial solution.

METHODS FOR SOLVING A LINEAR SYSTEM

2.3 Methods for solving a linear system

2.3.1 Operations on the equations of a linear system

We will define three elementary operations on the equations (that is to say on the lines) which are:

Definition 2.3.1 — Elementary operations. We denote by L,...,L, the lines of a linear
system of n equations and let (i, j) € 1,n* and A € K*.
* We denote L; <+ Lj, the operation consisting of exchanging (permuting) the lines L; and
* We note L; +— AL;, the operation consisting of multiplying the line L; by A.
* We note L; <~ L; + AL, the operation consisting of adding A times line L; to line L;.
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Note: each of these 3 operations results in a system equivalent to the first i.e. a system having
the same compatibility and the same set of solutions.

x +y +7z = -1 (L)
Let (/):q 2x —y +5z = -5 (L)
—x =3y -9z = -5 (L3)
—3x -3y 21z = 3
The result of Ly + —3Ly is (') : 2x -y 45z = =5 .If weapply the operation
—x -3y —-97 = -5

Ly < Ly to ("), we get (") :

—3x -3y 2lz = 3
(5””) —x -3y -9z = -5
2x =y 45z = -5

By the operation L3 < L3 — 2L, applied to ("), we get (") :

—3x - =21z =

3 3y =21 3

(y///) —x -3y -9z = -5
4 45y +23z = 5

Resolution by substitution

To find out if there are one or more solutions to a linear system, and to calculate them, a first
method is substitution. For example for the system:

3x+2y = 1
2x—=Ty = =2

(S)

1 3
We rewrite the first line 3x+2y=1asy= 5~ Ex, and we replace (we substitute) the y of the

1
second equation, by the expression 5 3% We get an equivalent system :
1 3
s R
2x—T(z—=zx) = =2
x—7( 3 2x)

The second equation is now an expression that contains only x, and we can solve it:

103 _ 13
Yoot ] T 3, 2
(2+7><3) 2-1—7
— — i — X = -
2 2 25
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Remember :
1 3 1 3
3y 272 Y 3, 2
247 %= = 24— = —
@+7x3)x 2 YT s

,_ 8
- 3
* = %

3 8
The system (S) admits a unique solution (g, £> The set of solutions is therefore

7~{G)}

2.3.3 Inverse matrix method

In matrix terms, the linear system

ax+by = e
cx+dy = f
is equivalent to
a b X e
AX =Y ou A= , X= , Y=
c d y f

If the determinant of the matrix A is not null, which means if ad — bc # 0, then the matrix A
is invertible and
1 1 d —b
- ad — bc

—C a

and the unique solution X = () of the system is given by

X=A"Y.
x+y = 1 :
= Example 2.3 Let’s solve the system 5 following the argument ¢ € R.
X+ty =t

the determinant of the system is ‘ % t12 ‘ =r>—1.

First case: 1 # +1 and ¢ # —1. Then t* — 1 # 0. The matrix A = (] ) is invertible with
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1
for inverse A~ = 3 (fl —]1>. we have:
2 2 o
1 - —1 1 1 1 —t
» 1
X=()=A"B= -5 -
r-1\-1 1 2 B e N W | —

_|_

t 1
For each t # +1, the set of solutions is . = { (t-i-_l’ t-l-_l) }

Second case: 1 = -+ 1. There are an infinity of solutions : .% = {(x,1—x) | x € R} (identical

equations).
. . . Xty = .
Third case: t = —1. The system is then written : , The two equations are
x+y = -1
clearly incompatible and then . = &. .

Consider the following system of linear equations with n equations and » unknowns:

)
aynxitapxa+---+aux, = b
anxy+apxy+---+amx, = by

| aniX1 +amXxa+ - +amXn = by

or in matrix form AX = B with

ajl app -+ Qi X1 by

ax ay -+ ay X2 by
A= S _ eM,(K),X=1| etB=

apl ap2 -+ App Xn b,

Theorem 2.3.1 Under the condition det(A) # 0, the solution of the previous system is given
by the formula:
X=A"'B.

2.3.4 Cramer’s method

We consider the case of a system of 2 equations with 2 unknowns:

ax+by = e
cx+dy = f
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We denote A = |4 b| = ad — bc the determinant.
If A # 0, we find a unique solution (x,y) such that:

e b
d c f
=a YT a

Note that the denominator equals the determinant for both coordinates and is therefore
non-zero. For the numerator of the first coordinate x, we replace the first column by the second
member; for the second coordinate y, we replace the second column by the second member.

tx—2y = 1

= Example 2.4 Let’s solve the system depending on the parameter value
3x+ty =

teR.
The determinant associated to the system is ‘ 4 —tz ] — 12> + 6 and never cancels. Therefore,
there exists a unique solution (x,y) and it satisfies:

1 -2 t 1
ot 42 A
216 1246 12416 12+6
t+2 t-3
For each ¢, the set of solutions is . = L,— . "
2+6"12+6

Definition 2.3.2 — Cramer’s System. A system of linear equations with as many equations
as unknowns and whose determinant of the coefficient matrix is non-zero is called a Cramer’s
system.

Let us define the matrix A; € M, (K) by

ay ... aj-1 by ayjy ... ap

arr ... a27j,1 [92 a27j+1 ... Ay
Aj=

an1 ... dpj—1 by anj+1 --- dnn

In other words, A; is the matrix obtained by replacing the j-th column of A by the second
member B.

Theorem 2.3.2 — Cramer’s rule. Let AX = B a Cramer’s system, i.e.
a system of n equations with n unknowns with A invertible.
So this system has one and only one solution (x,xy,...,x,) given by:

detA; detA,> detA,
= Xy = e Xn — .
detA 2 detA T detA

X1
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= Example 2.5 Let’s solve the system:

X1 + 2x3 = 6 1 0 2 6
—3x; + 4xo + 6x3 = 30 A= -3 4 6 |B=1] 30
—x; — 2x + 3x3 = 8. -1 -2 3 8

We have
6 0 2 1 6 2 1 0O 6
A= 30 4 6 |A2=]| -3 30 6 |A3=| -3 4 30
8 -2 3 -1 8 3 -1 -2 8

and

detA =44 detA; = —40 detA, =72 detA3; = 152.

The solution is then

detA; 40 | detA; 152
T detA | 44 BT getA | a4

X1

GAUSSIAN METHOD

Gaussian method

The Gaussian pivot method allows you to find solutions to any linear system. We will describe
this algorithm using an example. It is a precise description of a sequence of operations to be
carried out, which depend on the situation and a precise order. This process always results (and
rather quickly) in a scaled and then reduced system, which immediately leads to the system
solutions.

Consider the following system to solve:

—x3 +2x3 +13x4 = 5
xp —2xp +3x3 +1l7x4 = 4
—x1 +3xp —3x3 —20x4 = -1

To apply the Gaussian pivot method, it is necessary that the first coefficient of the first line
is non-zero. As this is not the case here, we exchange the first two lines using the elementary

operation Ly <+ L :

X1 —2x0 +3x3 +17x4 = 4 Li+Ly
—X» +2x3 +13x4 = 5
—x1 +3xp —3x3 —20x4 = -1
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We already have a coefficient 1 in front of the x; in the first line. We say that we have a pivot
in position (1, 1) (first row, first column). This pivot serves as the basis for eliminating all other
terms on the same column.

There is no x; term on the second line. Let’s remove the term x; from the third line; for this
we perform the elementary operation L3 <— L3+ L; :

X1 —2xp 4+3x3 +17x4 = 4
—X» +2x3 +13x4 = 5

X2 —3x4 = 3 LyIL3+L,

We change the sign of the second line (L, < —L,) to show 1 to the pivot coefficient (2,2)
(second row, second column):

X1 —2x 4+3x3 +17x4 = 4
X2 —ZX3 — 13X4 = -5 Ly -1
X2 —3)64 = 3

We remove the term x; from the third line, then we reveal a coefficient 1 for the pivot of the
position (3,3):

X1 —2xp +3x3 +17x4 = 4
xy —2x3 —13x4 = -5
2x3 +10x4 = 8 Ly<IL3—L,
X1 —2xp +3x3 +17x4 = 4
X —2x3 —13x4 = -5
x3  +5x = 4 Ly1L,

The system is now in phased (staggered) form.

It remains to put it in reduced scale form. To do this, we add to a line suitable multiples of
the lines located below it, going from bottom right to top left. We make 0 appear on the third
column using the pivot of the third row:

X1 —2xp +3x3 +17x4 = 4

X2 — 3X4 = 3 LyLr+2L5
X3 +5x4 = 4
and
X1 —2x 2x4 = -8 Li<+L;—3L;3
X2 —3)64 = 3

x3 +5x4 = 4
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We make 0 appear on the second column (using the pivot of the second row):

X1 —4X4 = -2 Li<L1+2L,
X2 —3X4 = 3
x3 +5x4 = 4

The system is now in a reduced form.
The system is now very simple to solve. By choosing x4 as a free variable, we can express
X1,X2,x3 in terms of x4 :

X1 =4x4—2, xp=3x4+3, x3=—-5x4+4.
Which makes it possible to obtain all the solutions of the system:
S = {(4x4 —2,3x44+3,—5x4+4,x4) | x4 € ]R}.

The Gaussian pivot method works as follows:

* We are looking for a line showing the first unknown. The coefficient appearing in front of
this unknown is called the pivot. We swap lines to bring the pivot to the first line.

* We make the first unknown disappear from the other lines using elementary operations
Li<+ Li+AL;.

* We start again from the second line and the next unknown which still appears in the
following lines.

We then arrive at a staggered system of the following form:

( .
ay,j, %jy + + + + + +
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(3. Integrals L -.

In mathematics, an integral is the continuous analog of a sum, which is used to calculate areas,
volumes, and their generalizations. Integration, the process of computing an integral, is one of
the two fundamental operations of calculus, the other being differentiation.

DEFINITE INTEGRAL

Definite integral

We will introduce the integral using an example. Consider the exponential function f(x) = "

We want to calculate the area .7 below the graph of f and between the equation lines (x = 0),
(x =1) and the axis (Ox).

y yy=¢e

AT o

0 I

We approximate this area by sums of areas of the rectangles located under the curve. More pre-
. . . . o 12 i n—1
cisely, let n > 1 an integer; let’s cut our interval [0, 1] using subdivision (0, —, —,...,—,---, 1.
n'n n n
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1 i

We consider the «lower rectangles » %;, each based on the interval [l—, i} and for height
no'n

i—1

f(——) = €l=V/" The integer i varies from 1 to n. The area of %; is «base x height » :
(Lo einm Z Ls
noon n

Ly y:e’\' +y /y:ex

3

%234 %12

Bl—
INTS)
ENIN
—
=
(@]
NI
Blw

The sum of the areas of %, is then calculated as the sum of a geometric sequence:

i

i1 ._1_11_(6%)71 1

ien _li(l)l . 0 (_1> _1
i=1 1 _nizl ‘ nol—en  en—1 ¢ note

o . . .. 1
For the limit we recognized the expression of the type —0> 1 (avecicix = —).
xX— n

X

1 i
,i} but the height

. i
Let now be the «upper rectangles » %ﬁ , having the same base [
A n 'n

i : - . " en
f(=) = €/". A similar calculation shows that Y — —e—1whenn— oo,
n ~ n
i=1
The area .o/ of our region is greater than the sum of the areas of the lower rectangles; and it

is lower to the sum of the areas of the upper rectangles.

+y /y:ex

/l/i

When considering smaller and smaller subdivisions (that is to say when we make n tend
towards —+oo) then we obtain in the limit that the area .7 of our region is framed by two areas
which tend towards e — 1. So the area of our region is &/ = e — 1.

We will repeat this construction for any function f.

What will replace the rectangles will be step functions.
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If the limit of the areas below equals the limit of the areas above we call this common limit
b

the definite integral of f which we note / f(x) dx.

a
However it is not always true that these limits are equal, the integral is therefore only defined
for integrable functions. Fortunately we will see that if the function f is continuous then it is

integrable.
Definition 3.1.1 Let [a,b] a closed interval bounded in R (—o0 < a < b < 4o0). We call a
subdivision of [a,b] a finite sequence, strictly increasing, of numbers . = (xg,x1,...,X;)

such that xo = a and x;, = b. In other words a = x¢p < x; < --- < x, = b.

a b

} } } } } } } }
T T T T T T T T

X0 X1 X2 X3 X4 X5 X6 X7 X

Definition 3.1.2 A function f : [a,b] — R is a step function if there is a subdivision
(x0,X1,...,X,) and real numbers cy,...,c, such as forevery i € {1,...,n} we get

Vx E]xi,l,xi[ f(x) =C;

In other words f is a constant function on each of the subintervals of the subdivision.

R) The value of f at points x; of the subdivision is not imposed. It can be equal to that of
the interval which precedes or that which follows, or another arbitrary value. This doesn’t
matter because the area won’t change.

7

cs
C1

X0 X1 X2 X3 X4 X5 Xo X7 X

Co

C3

b
Definition 3.1.3 For a step function like above, its integral is the real / f(x) dx defined by

/abf(x) dx = Zn}ci(xi—xi_l)
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R) Note that each term ¢;(x; —x;—1) is the area of the rectangle between the abscissa x;_ and x;
and height ¢;. You just have to be careful that you count the area with a sign «+ » if ¢; > 0
and a sign «— » if ¢; < 0.

The integral of a step function is the area of the part located above of the abscissa axis (here
in red) minus the area of the part located below (in blue). The integral of a step function is
indeed a real number which measures the area between the curve of f and the x-axis.

This is the most important theoretical result of this chapter.

Theorem 3.1.1 If f : [a,b] — R is continuous then f is integrable.

The idea is that continuous functions can be approached as closely as we want by step
functions, while keeping uniform error control over the interval.

A function f : [a,b] — R is said to be piecewise continuous if there exists an integer n and a
subdivision (x,...,x,) such that Sllx;_1 [ 18 continuous, admits a finite limit on the right in x;_;
and a left limit in x; for alli € {1,... n}.

R) Piecewise continuous functions are integrable.

MNn

!
|
|
|
1

Here is a result which proves that we can also integrate functions which are not continuous
provided that the function is increasing (or decreasing).

Theorem 3.1.2 If f : [a,b] — R is monotone then f is integrable.

PRIMITIVE / INTEGRAL

3.2 Indefinite integral
Definition 3.2.1 Let f: I — R be a function defined on any interval /. We say that F : I — R
is a primitive of f on [ if F is a differentiable function on I checking F'(x) = f(x) for all
xel
The set of primitives of f is called indefinite integral of f.

= Example 3.1 1. Let/ =Rand f : R — R defined by f(x) = x>. Then F : R — R defined
3 3

by F(x) = % is a primitive of f. The function defined by F(x) = % + 1 is also a primitive
of f.
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2. LetI =[0,+oo| and g : I — R defined by g(x) = v/x. Then G : I — R defined by G(x) =

2
gx% is a primitive of g on /. For all ¢ € R, the function G + ¢ is also a primitive of g.

Proposition 3.2.1 Let f: I — R a function and either F : I — R a primitive of f. Every primitive
of fis written G = F 4 ¢ where ¢ € R.

Notations. We will note a primitive of f by / f(t)dt or / f(x) dxor / f(u) du (the letters
t,x,u,... are so-called silent letters, i.e. interchangeable).

The above proposition tells us that if F is a primitive of f then there exists a real ¢, such that
F:/f(t) dt +c.

By derivation we easily prove the following result:

Proposition 3.2.2 Let F be a primitive of f and G be a primitive of g. Then F' + G is a primitive
of f+g. Andif A € R then AF is a primitive of A f.

/exdx:ex—l—c on R

/cosx dx=sinx+c onR

/sinxdx: —cosx+c¢ onR

xn—H
/x”dx:n+l+c meN) onR

" x(x+l
/x dx = ] +c¢ (xeR\{-1})on]0,+o|

1
/—dlen\x\—kC on |0, +oo[ or | — o0, 0]
X

/sinhx dx = coshx+c, /coshx dx =sinhx+c¢ onR

d
/ al =arctanx+c¢ onR

1+x2
dx arcsinx + ¢ |11
= on|—1,
V1—x2 g —arccosx—+c
dx Argshx+c
- on R
VX241 ln(x+\/x2+1)—|—c
d Arechx+c¢
Al 8 onx €]1,4o0|

Va2 —1 ln(x+\/x2—1)+c
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These primitives should be known by heart.

1. Here’s how to read this table. If f is the function defined on R by f(x) = x" then the
n+1
function: x — > 7 is a primitive of f on R. The primitives of f are the functions
n

n+1

n+1
I + ¢ (for c any real constant). And we write / xXdx =

+c,

defined by x — a

n n+1

where ¢ € R.
2. Remember that the variable under the integral symbol is a silent variable. We can also

+1
write /t” dt = I +c.
n
3. We can find primitives with very different appearances, for example x — arcsinx and

T o . 1
X — — —arccosx are two primitives of the same function x — ———. But of course

V1—x2

we know that arcsinx + arccosx = /2.

Theorem 3.2.3 Let f : [a,b] — R be a continuous function. The function F : I — R defined
by

F(x) = / oL

is a primitive of f, i.e. F is differentiable and F’(x) = f(x).
Therefore for any primitive F of f:

[ 16y a =)~ F@

Integration by parts - Change of variable

Integration by parts
To find a primitive of a function f we can have the chance to recognize that f is the derivative
of a well-known function. This is unfortunately very rarely the case, and we do not know the
primitives of most functions. However we will see two techniques that allow us to calculate
integrals and primitives: integration by parts and change of variable.

The integration by parts formula for primitives is:

/ u(x)V (x) dx = [uv] — / ' (x)v(x) dx.

and that of calculating definite integrals is

[ty ax= ]! [ uonts) ax

where [uv] = u(x)v(x) and [uv}z =u(b)v(b) —u(a)v(a).
The use of integration by parts is based on the following idea: we do not know how to directly
calculate the integral of a function f written like a product f(x) = u(x)v'(x) but if we know how
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to calculate the integral of g(x) = u’(x)v(x) (which we hope is simpler) then by the formula of
integration by parts we will get the integral of f.

= Example 3.2 « Calculation of / arcsinx dx. To determine a primitive of arcsinx, note that: arcsinx =
. . 1
1 -arcsinx. We set u = arcsinx, v/ = 1 (and therefore i’ = i and v = x) then
—x

X
/1 -arcsinxdx = [xarcsinx] —/ dx
V1—x2

=xarcsinx+VvV 1—x2+c¢

1
« Calculation of / x*e" dx. Letu = x> and v/ = e to get :
0
N - 1
/ x*e"dx =[x ex]O—Z/ xe* dx
0 0

We do a second integration by parts to calculate

1 1
/ xe¥ dx = [xex](l)—/ e“dx=1
0 0

1
Then / Pefdx=e—2.
0

3.3.2 Change of variable

Let I and J be non-singular intervals. Let u : I — J and F' : J/ — R be differentiable functions.
The function F o u is then differentiable and (F ou)’ = u’ x F' ou.
More lightly, this relation is denoted (F(u))" = u'F'(u) and thus we can write

/ WF' (1) = F(u) +C

Special cases:

1

. /u'u”: — "'y CforneN.
/ n+11 .

s [H_ +CforneN,n>2.

u n—1ur1

1
. /u’ua: ——u*t y Cfora e R—{—1}
o+1

/
and in particular / S iWe}
Vu
/

-/izmw+c

u

o [det=¢e"+C.

. /u/sinu:—cosu—i—C and/u’cosu:sinu—i—C

. /u’coshu:sinhLH—C and /u’sinhu:coshLH—C.

u/
o / —arctanu +C
1 +u?
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Int , I, 1 2
L4 h— - h— 1 .
/ ; dt /uu U +C 2(nt) +C

dt !
. /—:/u—=1n|lnt|—|—C.
tint u /
1
. /tantdt:/gdt:/—u—:—ln\costH—C.
cost u

/ ! dt—/u,—lln(l+t2)—l—C
1427 J2u 2 '
1

dt = /l u = latrctath%—C.
1+ 214u> 2

Let u : I — J derivable and f : J — R having a primitive F.
To calculate /u'(t)f (u(t)) dt, we write x = u(t), dx = u'(t)dt
and therefore

/u’(t)f(u(t)) di = /f(x) dx = F(x)+C = F (u(t)) +C

During this manipulation, we say that we have achieved the change of variable defined by the
relation x = u(t).

= Example 3.3  Let’s calculate [ costsint” dt

Let’s change the variable x = sint for which dx = cost dt. We obtain

1 1
/costsint” dt = /x” dx=—x"""4+Cc=——sin"r+C
n+1 n+1
, dt : : : 2
e Let’s calculate / Jitt Let’s change the variable x = /1 for which 7 = x* and dt = 2x dx.
dt 2x dx 2dx
Vit /x+x2 1+x I

dt
e Let’s calculate /
1+¢f

Let’s change the variable x = ¢’ for which dx = ¢’ dt = x dt.

dt dx 1 1 x e
1+¢ /x(l—i—x) /x a1 nx—H+ ne‘+1+

Theorem 3.3.1 Letu: I — J of class C! and f :J — R continuous.
Forall a,b €1

b , B u(b) Ny
[ rwowma=[ "

R) To use this formula, we write :
x=u(t),dx =u'(t)dt,
fort = a, x = u(a),
fort = b, x =u(b).
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This allows us to formally transform one integral into the other.
We then say that we have achieved the change of variable defined by the relation x = u(t).

dt
t+tint

(S
= Example 3.4 * Let’s calculate /
1

dt
We proceed to change the variable x = Int for which dx = e fort =1, x =0 and for

e dt L dx
/ :/ = 1In2.
1 t+tint o 1+x

t=e,x=1.
We obtain

3.4 Integration of rational functions

Integration of rational fractions We know how to integrate a lot of simple functions. For
example all polynomial functions: if f(x) = ag+ ajx + asx> + -+ a,x" then / f(x) dx =
xZ x3 xn-H

a0x+a1§+a2?+---+ann+l

+c.

You should be aware, however, that many functions are not integrable using simple functions.
2r

For example if £(t) = V/a2cos2t + b2 sint then the integral / f(t) dt can’t be expressed

0

as sum, product, inverse or composition of usual functions. In fact this integral is worth the length
of an ellipse of parametric equation (acost,bsint) ; so there is no formula for the perimeter of
an ellipse (unless a = b in which case the ellipse is a circle!).

5T e

77 J

We first want to integrate the rational fractions

_ox+f
f(x) ax®+bx+c

with o, B,a,b,c € R,a# 0 and (a, ) # (0,0).
First case. The denominator ax” + bx + ¢ has two distinct real roots x1,x € R.

Then f(x) is also written f(x) = a(x Oic)(f x2)
—x — X2
A
+

X—X1 X—X2

and there exist numbers A, B € R such

. So we have

that f(x) =

/f(x) dx=Aln|x—x;|+Bln|x—x;|+c

on each of the intervals | — e, x|, |x1,x2[, |x2, +oo[ (if X1 < x2).
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d
Let’s determine/1 x2 on |—eo, —1[,]—1,1[ or ]1,+oo].
— X
We have the decomposition into simple elements

I —1 __4 | B _ (A+B)x+A-B
1—x2 (x—1Dx+1) x—1 x+1  (x—=1D(x+1)

By identification, we find A+ B=0and A—B = —1.
Then A = —% and B = % As aresult

l—x2 2 —1

Second case. The denominator ax® + bx + ¢ has a double root xq € R.

Then f(x) = and there exist numbers A,B € R such as f(x) =

dx 1 1
— - =_1 1|—-Injx—1|+C.
/X+1 SInfr+1] - SInje— 1]+

ox+ A

a(x—xp)?
We then have A

|x —xo| +¢

[ ) ax=

on each of the intervals | — o0, x|, |xg, 4-oo].

Third case. The denominator ax” + bx + ¢ does not have a real root. Let’s see how to do it

with an example.

x+1
Let —
) = T
integrate into In |u|).

/

(Ax+Dg—4+1 1 dx+1 L3 1
2x24x+1 4 224x+1 4 2x24x+1

fx) =

dx+1 )
232 +x+1"°

4x+1 ' (x) )
—Z>dx=1In|2 1
/2x2—|—x+1 /u(x) x n| R

We can integrate the fraction

1 ) Ca
Let’s take care of the other part —————, we will write it in the form

232 +x+1 u?+1

primitive arctanu).

2x2 4+ x+1

. Firstly, we show a fraction of the type v (which we know how to
u

(admiting as
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4 1 4
We pose the change of variable u = — (x + Z) (and so du = —=dx) to find

V7 V7
/ dx B / 8 dx 8 / du 7
2x2 4+ x+1 7(\%()6_’_%))2_}_1 7) u2+1 4
2_arctanu+c = —=arct ( A (x+ 1)) +
= ——arctanu+c= —=arctan | —=(x+ — c.
V7 V7 V1to4
Eventually :
1 3 4 1
x) dx = ~1n (2x* +x+ 1) + —=arctan (— X+ — ) +c
P(x) . : : . .
Let o) be a rational fraction, where P(x),Q(x) are polynomials with real coefficients.
X

Then the fraction is written as the sum of a polynomial E(x) € R[x] and simple elements

X
of one of the following forms:

Y oax+f

or
k (ax? + bx+c)k

_— with b* — 4ac < 0
(x—xp)

where o, 3,7,a,b,c € Rand k € N\ {0}.
* We know how to integrate the polynomial E (x).

* Integration of the simple element

(x —x0)k
) Y dx
— if k =1 then /— = yIn |x — xp| + co (on | — oo, xg[ or |xg, +o0[).
X —X0
d
e —ifk>2 then /@’:—x);)k — y/(x—xo)k dx = _k’; (x—x0) ! g (on ]
OO,X()[ or ]xo, —|—°°[).
: : : ax+ o .
* integration of the Simple element . We write this fraction in the form
(ax? 4+ bx+c)k
oax+f B 2ax+b 1

= 0
(ax? 4 bx +c)k y(ax2+bx+c)k+ (ax? +bx+c)k

and we proceed according to the value of the parameter k as follows.
2ax+b B / u'(x)

1. fk=1, we have/ dx = In|u(x)| 4 co = In|ax® + bx +¢| +co.

a?tbxtc u(x)
2ax+b ' (x) 1 ke 1 5
2. Ifk>2, th dy— dee L U

bx+¢) 1 4 .

3. if k =1, then / dx. By changing the variable u = px + g we go back to

ax? +bx+c
calculate a primitive of the type /

u
= arctanu + co.
ur+1 0
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4. It k > 2, calculating / (@2 + bt o) dx, We proceed to the change of variable u = px+g¢

d

to reduce the calculation into that of [ = / 2 fl) 7 An integration by parts allows us
u

to go from [ to I;_ ;.

3.5 Integration of trigonometric functions

p .
We can also calculate the primitives of the form / P(cosx, sinx) dx or of the form / M dx

cosx, sinx)
when P and Q are polynomials, reducing to integrating a rational fraction.
There are two methods:

* Bioche’s rules are quite effective but won’t always work;

* changing variable r = tang works all the time but leads to more calculations.
We note @ (x) = f(x) dx. We then have w(—x)
f(r—x)d(m—x)=—f(r—x) dx.

f(—=x)d(—x)=—f(—x)dxand o(7w—x) =

* If o(—x) = o(x) then we proceed to the change of variable u = cosx.
* if @(m —x) = w(x) then we proceed to the change of variable u = sinx
s Ifo(r+x) =

o (x) then we proceed to the change of variable u = tanx

d
= Example 3.5 Calculation of the primitive / COS#.
2 —Ccos“x
We note
cosx dx
0(x) = 5

—cos?x’
Since

O(x—x) = cos(r—x)d(r—x)  (—cosx) (—dx)

=
2 —cos?(m —x) 2 —cos?x (x)
then the appropriate variable change is u = sinx for which du = cosx dx. So:

cosx dx _/ cosx dx
=[5

2 —cos?x (1 —sin®x)
d
- H” > = [arctanu]
u

= arctan(sinx) +c .

. . . . X
This method allows us to express sin, cosine and tangent in terms of tan —

with ¢ =tan % we have
1 —¢2 , 2t . 2t
COSX = —— sinx = anx =
1412 14172 1—12
2 dt
d = )
an X e

. . 0 dx
Calculation of the integral / —.
—r/2 1 —sinx
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v/ T
The change of variable ¢t = tang defines a bijection from [——,0] into [—1,0] (for x = —5

2dt

t = —1 and for x = 0, r = 0). In addition we have sinx = and dx =
14172 1+12
/0 dx _/0 o _2/0 dt
r 1 —si - 2 2 _
2 1—sinx 11— 1 1412 =2t

- 2/01 (ld_ft)2 :z{ll_trl:z(l—%) =1
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When a body falls in free fall without friction, it is only subject to its weight P. By the
fundamental principle of mechanics: P = ma. All vectors are vertical so mg = ma, where g is
the gravitational constant, a the vertical acceleration and m the mass. We obtain a = g. The
acceleration being the derivative of the speed with respect to time, we obtain:

It is easy to deduce the speed by integration: v(r) = g (assuming initial velocity is zero), i.e.
that the speed increases linearly over time. Since the speed is the derivative of the position, we
x(1 . . : 1 . _— e
have v(r) = ?, so by a new integration we obtain x(¢) = Egt2 (assuming the initial position is
Zero).
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07

o
-—9
oL

oL

The case of a parachutist is more complicated. The previous model is not applicable because
it does not take friction into account. The parachute makes undergo a friction force opposite to its
speed. We assume that the friction is proportional to the speed: F = — fmv (f is the coefficient
of friction). Thus the fundamental principle of mechanics becomes mg — fmv = ma, which leads
to the relationship :

v(t)
- =8/ V(1)
It is a relationship between the speed v and its derivative: it is a differential equation. It is not

easy to find which function v is appropriate.

GENERALITIES

Generalities

A differential equation is an equation:
* whose unknown is a function (generally denoted y(x) or simply y);
« in which appears some of the derivatives of the function (first derivative y’, or higher order
derivatives y”, y),..).

= Example 4.1 — Easy to Solve Differential Equations. Find at least one function, solution of
following differential equations:

y' =sinx y(x) =-cosx+k wherek € R
y=1+¢" yx)=x+e'+k wherekeR
y =y y(x)=ke* where ke R
y’ =3y y(x) = ke wherek € R
y”’ =cosx y(xX) =-cosx+ax+b wherea,bcR
y'=y y(x) =ae*+be™ wherea,b e R
]
Definition 4.1.1 * A differential equation of order » is an equation of the form
F (ol ™) =0 (E)

where F is a function of (n+ 2) variables.
* A solution of such an equation on an interval / C R is a function y : / — R which is n
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| times differentiable and which verifies the equation (E).

= Example 4.2 1. Let the differential equation y' = 2xy+4x. Check that y(x) = kexp(x?) —2
is a solution on R, this for all £ € R.
2. Consider the differential equation x?y” — 2y +2x = 0. Check that y(x) = kx* +xis a
solution on R, for all k € R.

e It is customary for differential equations to write y instead of y(x), y' instead of
y'(x),... We therefore note «y' = sinx » which means «y'(x) = sinx ».

* You have to get used to changing names for functions and variables. For example
(")} +1(x')? + (sinr)x* = €' is a differential equation of order 2, whose unknown is
a function x which depends on the variable . We are therefore looking for a function
x(1), twice differentiable, which satisfies (x”(z))® +7(x'(¢))> + (sin?) (x())* = ¢'.

e Searching for a primitive already means solving the differential equation y' = f(x).
This is why we often find «integrating the differential equation » to «find the solutions
of the differential equation ».

* The notion of interval in solving a differential equation is fundamental. If we change
the interval, we can very well obtain other solutions.

Definition 4.1.2 A differential equation with separate variables is an equation of the type:

Y =8)/f(y) or Y f(y)=g)

Such an equation is solved by calculating primitives. If G(x) is a primitive of g(x) then
G'(x) = g(x). If F(x) is a primitive of f(x) then F’(x) = f(x), but above all, by derivation
of a composition, (F(y(x)))" =y (x)F'(y(x)) = ¥ f(y). Thus the differential equation
Y £(y) = g(x) is rewritten (F(y(x)))’ = G’ (x) which is equivalent to an equality of functions:
FO(x)) = G(x) +e.

= Example 4.3 Here is a concrete example:
2.1

xy =e”

1
We start by separating the variables x on one side and y on the other: y'e” = — (assuming x # 0).
X
We integrate on both sides:

1
ey:—;—I—c (ceR)

1
Which allows us to obtain y (assuming —— + ¢ > 0):
X

y(x) =In (—i%—c)
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which is a solution on each interval  where it is defined and differentiable. This interval depends

1 1
on the constant ¢ : if ¢ < 0,1 =]—,0[;ifc=0,I =] —o0,0[;if ¢ > 0,1 =]—,+00o[U]—0,0[. =
¢ c

4.1.1 Linear differential equation

Definition 4.1.3 * A differential equation of order n is linear if it is of the form
ag(x)y+ a1 (x)y + -+ + an(x)y") = g(x)

where the a; and g are real continuous functions on an interval / C R.
The term linear roughly means that there is no exponent for the terms y,y',y”. ...

* A linear differential equation is homogeneous, or without second member, if the
function g above is the null function:

ao(x)y +ay (x)y/ R _|_an(x)y(n) —0

* A linear differential equation is with constant coefficients if the a; functions above are
constant:

apy+ary +-++ any(") = g(x)

where the a; are real constants and g a continuous function.

s Example 4.4 1. y' +5xy = ¢" is a first order linear differential equation with right side.
2. ¥ +5xy = 0 is the homogeneous differential equation associated with the previous one.
3. 2y" —3y' +5y =0 is a second order linear differential equation with constant coefficients,
without a second member.
4. y? —y=xory’ -y —y=0are not linear differential equations.

Proposition 4.1.1 — Principle of linearity. if y; and y, are solutions of the homogeneous linear
differential equation

ao(x)y+ar(x)y' + -+ an(x)y") =0 (Ep)
then, for every A, u € R, Ay + ly» is also solution of this equation.

R) It’s asimple check. We can reformulate the proposition by saying that the set of solutions
forms a vector space.

To solve a linear differential equation with right hand side

ao(x)y+ay (x)y + -+ a,(x)y" = g(x), (E)

We often break down the resolution into two steps:
* find a particular solution yq of the equation (E),

* find the set .}, of solutions y of the associated homogeneous equation

ao(x)y +ar (x)y + -+ ap(x)y" =0 (Eo)
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which makes it possible to find all the solutions(E)

Proposition 4.1.2 — Principle of superposition. The set of all solutions . of (E) is formed of
yo+y with yée. ..

In other words, we find all the solutions by adding a particular solution to the solutions of the
homogeneous equation. This is an immediate consequence of the linear nature of the equations.

FIRST ORDER LINEAR DIFFERENTIAL
EQUATIONS

First order linear differential equations

Definition 4.2.1 A first order linear differential equation is an equation of the type :
Y =a(x)y+b(x) (E)
where a and b are functions defined on an open interval I of R.

In the following we will assume that a and b are continuous functions on /. We can consider
the form : a(x)y’ + B(x)y = y(x). We will then ask that ¢ (x) # O for all x € I. Division by
allows us to find the form (E).

We will start by solving the case where a is a constant and b = 0. Then a will be a function
(and always b = 0). We will end with the general case where a and b are two functions.

Theorem 4.2.1 Let a be a real number. Let the differential equation be :
Y =ay (E)

The solutions of (E), on R, are the functions y defined by:

y(x) = ke

where k € R is any constant.

/
Explanation : rewriting the differential equation in the form Y _ a | and after integration, we
Y

y(x)| = @ lie: y(x) = +ele™.

find : |In|y(x)| = ax+ b | By the exponential on both sides:

Let k = +e to get the required form of the solution.
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Y, Y
Cas a>0 k>0 k>0 Cas a<0
ZZ §§
§:~ k=0 k=0 :: o
S~ 7
N

= Example 4.5 Solve the differential equation:
3y —5y=0

. . .. 5 .
We write this equation in the form y = gy. Its solutions, on R, are therefore of the form:

y(x) = ke3*, where k € R. .

®

 The differential equation (£) admits an infinity of solutions (since we have an infinite
choice of the constant k).

* The constant k can be zero. In this case, we obtain the «null solution »: y =0 on R,
which is a trivial solution from the differential equation.

* The theorem 4.2.1 can also be interpreted as follows: if yg is a non null solution of the
differential equation (E), then all other solutions y are multiples of yy.

The following theorem states that, when a is a function, solve the differential equation
y' = a(x)y amounts to determining a primitive A of a (which is not always explicitly possible).

Theorem 4.2.2 Leta: I — R be a continuous function. Let A : I — R be a primitive of a. Let
the differential equation be :

Y =a(x)y (E)

The solutions on 7 of (E) are the functions y defined by :

y(x) = ke

where k € R is any constant.

If a(x) = a is a constant function, then a primitive is for example A(x) = ax and we find the
solutions of theorem 4.2.1.
A quick proof of the theorem 4.2.2 is as follows :

/

y
y
—  yx) =+l —= y(x) =ke!™  with k = +¢

=a(x) <= In|y(x)| =Ax)+b <= |y(x)| — A+



52 Chapter 4. Differential equations

A rigorous proof (since we avoid dividing by something that could be null):

y(x) solution of (E) :y'(x) —a(x)y(x) =0
— AW (/(x) —ay(x)) =0
— (y(x)e_A(x))/ =0
— FkeR yx)e W=k
— TkeR y(x)=keW

= Example 4.6 How to solve the differential equation x>y’ = y? We place ourselves on the

interval 1, =)0, 4oo[ or - =] — o0, 0[. The equation becomes
;1
y =32
So |
a(x) = ;7
of which a primitive is
1
Alx) = ——.
()=—
So the solutions are
y(x) = ke™x,
where k € R. .

We are left with the general case of the linear differential equation of order 1 with second
member :

Y =a(x)y+b(x) (E)

where a : I — R and b : I — R are continuous functions.
The associated homogeneous equation is:

y =a(x)y (Eo)

There is no new formula to learn for this case. It is enough to apply the principle of
superposition: the solutions of (E) are obtained by adding to a particular solution of (E) the
solutions of (Ejy).

Proposition 4.2.3 If yq is a solution of (E), then the solutions of (E) are the functions y : I — R
defined by:
¥(x) = yo(x) 4 ket with k € R

where x — A(x) s a primitive of x — a(x).

R) The search for the general solution of (E) is reduced to looking for a particular solution.
Sometimes this is done by noticing an obvious solution.
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= Example 4.7 For example, the differential equation y' = 2xy -+ 4x has the particular solution
yo(x) = —2; therefore the set of solutions of this equation are the y(x) = —2+ ke®, where k € R.
The general solution of (Eg) y' = a(x)y is given by y(x) = ke*™), with k € R a constant. =

Proposition 4.2.4 The method of variation of constants consists of looking for a particular
solution in the form y(x) = k(x)e*™), where k is now a function to be determined so that yy is a
solution of (E) y' = a(x)y + b(x).

¥0(x) = a(x)k(x)e ™ + K (x)e*™ = a(x)yo(x) +K (x)e'™)

Therefore | v (x) — a(x)yo(x) = k' (x)e*™ |
Then yg is a solution of (F) if and only if

K(x)e*™ = b(x) <= K (x) = b(x)e W) — k(x) = / b(x)e AWy,

which gives a particular solution yg(x) = ( / b(x)eA(x)x) ¢*™) of (E) on I. The general solution

of (E) is given by
y(x) = yo(x) +ke*™ | keR.

= Example 4.8 Let the equation y' +y = ¢* 4 1. The homogeneous equation is y’ = —y whose
solutions are the y(x) = ke ™, k € R.

Let’s look for a particular solution with the method of variation of constants : we note
yo(x) = k(x)e ™. We must find k(x) so that y verifies the equation differential y' +y = e* + 1.

Yotv=e+1 = (K(x)e™—k(x)e™) +k(x)e ™ =€ +1
= Kxe*=e+1

1
= Kx)=e"+e — k(x)= Eezx-l—ex-l—c

We set ¢ = 0 (any value is suitable):

1 1
yo(x) =k(x)e " = <§ezx+ex) et = Eex—k 1

We have our special solution! General solutions of the equation y' +y = ¢* + 1 are therefore:

1
y(x) = Eex+l+ke_x, k eR.

SPECIFIC DIFFERENTIAL EQUATIONS

Specific Differential Equations
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Definition 4.2.2 — Bernoulli’s equation
. It concerns differential equations of the form

Y (x) = alx)y+b(x)y*, a € R\{0,1}.

We seek solutions that do not vanish

/
Yy alx)
y*  yo-l Th)
We set z = y' ~*. We obtain
[

1—o

We obtain a first-order linear equation in z, which we know how to solve.

s Example 4.9 So, to solve

1
We set z = —- Therefore, we obtain
y

/

—% =1 —2 — 7(x) = 2x + Ax?,
which ultimately yields
1
X)) =t—m—.
Y0 V2x+ Ax2

Definition 4.2.3 — Riccati’s equation. It concerns differential equations of the form

Y (x) = a(x)y* + b(x)y+c(x).

If a particular solution yg is known, then we can solve this differential equation. Indeed, we
set y = yo + z and by substitution, we find

7 = (2a(x)yo(x) 4+ b(x))z+ a(x)Z>.

Thus, we obtain a Bernoulli equation, which we can solve.

The term homogeneous differential equation has two entirely distinct and independent
meanings. (One already seen previously)

Definition 4.2.4 — First-order homogeneous differential equation of degree n. A first-
order but not necessarily linear differential equation is said to be homogeneous of degree n if
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it can be written in the form:

Q:x"h@).

dx by
The most studied case is when n = 0, and solving such an equation, using the substitution

d
u(x) = y(_x)’ transforms the equation d—y =h (X) into a separable variable equation:
X X X

u'(x) 1

h(u(x) —ulx) — x°

SECOND ORDER LINEAR DIFFERENTIAL
EQUATIONS WITH CONSTANT COEFFICIENTS

4.3 Second order linear differential equation with constant coefficients
Definition 4.3.1 A second order linear differential equation with constant coefficients, is an
equation of the form

ay”" +by +cy=g(x) (E)

where a,b,c € R, a # 0 and gis a continuous function on an open interval /.
The equation
ay’" +by' +cy=0 (Eo)

is called the homogeneous equation associated with (E).

4.3.1 The homogeneous equation case

The structure of solutions to the equation is very simple:

Theorem 4.3.1 The set of solutions of the homogeneous equation (Ep) is an R-vectorial space

of dimension 2.

We are looking for a solution to (Ep) Under the form y(x) = ¢* where r € C is a constant to
be determined. We find

ay’ +by +cy=0
— (ar*+br+c)e™ =0
= ar’ +br+c=0.

I Definition 4.3.2 The equation ar? 4+ br+ ¢ = 0 is called the characteristic equation associ-
ated with (Ep).

Let A = b* — 4ac, the discriminant of the characteristic equation associated with(Ey).

Theorem 4.3.2 1. If A > 0, the characteristic equation has two distinct real roots r; # r;
and the solutions of (Ey) are

y(x) = A"+ ue™  where A, u € R.




56 Chapter 4. Differential equations

2. If A =0, the characteristic equation has a double root r( and the solutions of (Ey) are

y(x) = (A +ux)e™  where A,u € R.

3. If A < 0, the characteristic equation has two complex roots r| = o+ 3, r, = o« — B and
the solutions of (Ey) are

y(x) = e** (A cos(Bx) + psin(Bx))  where A, u € R.

= Example 4.10 1. Solve on R the equation y” —y" —2y = 0.

The characteristic equation is r* — r — 2 = 0, which is also written (r+ 1)(r—2) =0
(A > 0). Hence, for every x € R, y(x) = Ae "+ ,uezx, with A, u € R.

2. Solve on R the equation y” — 4y’ +4y = 0.
The characteristic equation is 72 —4r+4 = 0, let (r —2)> = 0 (A = 0). Therefore, for all
x €R, y(x) = (Ax+u)e™, with A, u € R.

3. Solve on R the equation y” — 2y’ + 5y = 0.
The characteristic equation is r* —2r+5 = 0. It admits two complex solutions: r; =142
and r, = 1 —2 (A < 0). Therefore, for all x € R, y(x) = €' (A cos(2x) + usin(2x)), with
A,ueR.

4.3.2 Equation with second member
We move on to the general case of a linear differential equation of order 2, with constant
coefficients, but with a second member g which is a continuous function on an open interval
ICR:
ay” +by' +cy = g(x) (E)

For this type of equation, we admit the following theorem: [Cauchy-Lipschitz theorem]
For every xo € I and any couple (yo,y1) € R?, the equation (E) admits a unique solution y on I
satisfying the initial conditions:

y(xo)=yo and y(x0)=y1.

Proposition 4.3.3 — Principle of superposition. General solutions of the equation (E) are
obtained by adding the general solutions of the homogeneous equation (E() to a particular
solution of (E).

Second member of the type ¢**P(x).

If g(x) = e**P(x), with o € R and P € R[X], then we look for a particular solution in the
form yo(x) = e**x"Q(x), where Q is a polynomial of same degree as P with:

e yo(x) = e Q(x) (m = 0), if @ is not a root of the characteristic equation,

e yo(x) =xe*Q(x) (m = 1), if & is a simple root of the characteristic equation,

* yo(x) = x?**Q(x) (m = 2), if o is a double root of the characteristic equation.

Second member of the type ¢** (P (x) cos(Bx) + P»(x) sin(Bx)).

If g(x) = e**(Pi (x) cos(Bx) + P> (x) sin(Bx)), where o, f € R and P;, P, € R[X], we seek a
particular solution in the form :
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* yo(x) = ™ (Q1(x) cos(Bx) + Q2 (x) sin(Bx)), if & + B is not a root of the characteristic
equation,

* yo(x) = xe®(Q1(x)cos(Bx) + O (x)sin(Bx)), if o+ P is a root of the characteristic
equation.

In both cases, Q) and Q; are two polynomials of degree n = max{degP;,deg P> }.

= Example 4.11 Solve differential equations :
(Eo)y' =5y +6y=0 (E)y" -5y +6y=dxe"

1. Equation (E). The characteristic equation is 72 — 5r+6 = (r —2)(r — 3) = 0, with two
distinct roots r; = 2,r, = 3. Therefore, the set of all solutions of (Ep) is {lezx + e |
A, eR}.

2. Equation (E)).

(a) We seek a particular solution to (Ej) in the form yg(x) = (ax+ b)e*. When we inject
Yo into the equation (Ej), we obtain :

ax+2a+b)e* —5(ax+a+b)e* +6(ax+b)e* = dxe*
a—5a+6a)x+2a+b—5(a+b)+6b=4x
2a=4 and —3a+2b=0 (a=2 and b=23)

(
—=
<~

Then yo(x) = (2x+3)e”.
(b) The set of solutions is { (2x+3)e* + AP+ ue | Aue R}.



<~ z=f(:1:,y)

several variables

In this chapter, we present the fundamental concepts of the analysis of functions of several
variables.

A numerical function of several real variables is a function whose domain E is a subset of R".
The codomain F can be R or R”. The second case can be reduced to the first case by considering
that it actually consists of p functions from R” to R called coordinate functions.

To model many phenomena, single-variable functions are not sufficient; we often need
functions of several variables.

= Example 5.1 For a sample of a mole of Van der Waals gas, the pressure P of the gas is a
function of two variables: its temperature 7', and the volume V occupied by this sample. Indeed,

we have:
RT a

where a, b, and R are constants (a and b depend on the gas considered, R is a universal constant).
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= Example 5.2 The total energy E of a pendulum is a function of two variables: the angle 0 that
the pendulum makes with the vertical, and its angular velocity 6. Indeed, we have:

. 1 .
E(6,6)= §m€292—|—mg€(1 —cos0)

where m, g, and ¢ are constants (the mass of the pendulum, the universal gravitational constant,
and the length of the pendulum’s rod).

DEFINITION, LIMIT, CONTINUITY, AND
PARTIAL DERIVATIVES

5.1 Definition, Limit, Continuity, and Partial Derivatives

5.1.1 Functions of Two Variables with Real Values
Definition 5.1.1 Let D be a subset of R?, meaning a set of pairs of real numbers (x,y).
A function of two variables defined on D is the process of associating a unique real number to
each pair (x,y) in D. It is generally denoted as f(x,y) = z.

Just as for single-variable functions, we can talk about bounded, upper-bounded, lower-
bounded functions of two variables, and we can also talk about extrema of a function of two
variables.

However, there is no defined notion of monotonicity for functions of two variables.
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= Example 5.3 Let f : R*\{(0,0)} — R be the rational function defined by

__ X
flx,y) = 2 1y2
The function f is bounded by 1/2. .

» Example 5.4 Let g : R? — R be the polynomial function defined by

flxy) =x*+y*

The function g has a minimum at (0,0). .

Definition 5.1.2 [Graphical Representation] Let f be a function of two variables defined on
a domain D. The set of points with coordinates (x,y,z) where z = f(x,y), for (x,y) ranging
over D, is called the surface of equation z = f(x,y).

To represent it, we plot the points with coordinates M (x,y, f(x,y)).

» Example 5.5 Representation of the surface of equation z = x* + y?

2004
150+

100+

-0

5.1.2 Limit
Definition 5.1.3 Let f : D € R? — R be a function defined in the neighborhood of (a1,a2).
We say that f tends to £ € R at (a;,ap) if

Ve >0,3n > 0,Y(x1,x2) € D, || (x1,%2) — (a,@)[| <N = [f(x1,02) —{| < e

and we denote lim flxr,x) =4
(x1,%2)—=(ar,a2)

®
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 The quantity ||(x1,x2) — (a1,a2)|| denotes the distance between the variable (x,x7)
and the point (aj,a;). This distance can be measured by several norms such as:

l132) = (@ ,a2) = /(1 — @) + (12— @2)2.

* This definition, as well as those of other cases (+o< ....), are analogous to the definitions
of limits of real functions of a real variable.

* This approach does not consist of making x; tend to a; and then x; tend to a,, which
would be incorrect. Here, it is the pair (x,x;) that tends to (aj, a3 ), so in practice we
often use the following theorem:

Theorem 5.1.1 Let f be a function from R? to R and £ € R. Let X = (x1,x3) and A = (ay,a3).
If there exists a function g such that | f(X) — ¢| < g(X) Pl 0, then:
4)

lim f(X) = ¢
lim 7(X)
3 3
«Example 5.6 Let's study  lim 22
() (0.0) X +y
3 3 3 3 3 3
X’ +y X y X
S| T3S X+ — 0
22| S22 T 22| S| T < [xl vl ) 00)
|
xy

= Example 5.7 Let’s study lim

(x,y)ﬁ(0,0) \/ x2 +y2

xy 1
——— | < VY —
V2|2 (6:3)=(0,0)
||
Continuity
Definition 5.1.4 We say that f : D C R> — R is continuous at a point a = (a;,a) € D if
f—f(a).

We say that f is continuous on D if f is continuous at every point a € D.
We denote %’ (D,R) the set of real functions defined and continuous on D.

= Example 5.8 Constant functions and polynomial functions are continuous.

Xy +ysinx

= 7~ is continuous on R? (by operations on continuous func-
xX2+y2+1

The function (x,y) —

tions).

= Example 5.9 The case of discontinuity i.e. divergence of the limit If f is a function from R?
to R discontinuous at xg € Rz, how will this behavior be characterized?

In the case of a single variable, discontinuity occurs when the left-hand limit is different from
the right-hand limit. However, in two dimensions on a plane, there are infinitely many ways to
approach a. If a = (0,0) for example : .
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"f

To demonstrate that a function f of two variables is discontinuous at a € R?, it is necessary
to find two different directions leading to different limits, or alternatively, to cause the
function to diverge in a particular direction.

R) A parametric arc is used to represent curves in the plane or space. We use a parameter 7.
The curve is given by the points M(¢) with coordinates (x(¢),y()), where x and y are two
functions of t and by an interval /, such thatr € [.

In general, x(¢) and y(¢) will often denote polynomial functions.
The idea is that we should be able to make (x(¢),y(¢)) converge to the point of discontinuity
as f tends to a certain value, usually 0.

= Example 5.10 Let’s study the continuity of the function f defined by

Y v)2
flxy) = % if (x,y) # (0,0)

1, otherwise

f is continuous on R?\{(0,0)} by operations on continuous functions.
However, along the direction (x(¢),y(t)) = (¢,¢) we have

£lt,1) = 2 £(0,0)

so f is not continuous at (0,0). .
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= Example 5.11 Let’s study the continuity extension at (0,0) of the function

2 2

XYy 2
= ——— defined on R“\{(0,0
fley) = 2y defined on B2\{(0.0))
We have f(z,0) =1 2 l and f(0,7) = —1 2 —1.
t— t—
We can assert the non-existence of the studied limit, and consequently f cannot be extended by
continuity at (0,0). 0

If f is a function of two variables and we want to study the possible limit of f(x,y) as
(x,¥) = (x0,y0), several cases may arise:

* If f is continuous at (xo,yp): we prove convergence using an enclosure or other tech-
niques not discussed here, such as the passage to polar coordinates or Taylor expansion.

o If f is discontinuous at (xg,yp): it is a matter of finding the right parametric arcs that
will prove that in two different directions, f has two different limits.

Partial Derivatives
Definition 5.1.5 Let f : D C R> = R and a = (ay,a;) € D.

The first partial application of f at point a is the function of a real variable f(.,az) : x —

f(x,az).

The second partial application of f at point a is the function of a real variable f(ay,.) : y —

f(al 7y)
= Example 5.12 The first partial application of f : (x,y) — x> 4y at point (2,3) is the function
f£(.,3):x = x> 49. .

Proposition 5.1.2 If f : D ¢ R? — R is continuous then the partial applications of f at every
point in D are continuous.

R) The converse is false, the continuity of partial applications does not ensure the continuity of
the function.

The definition of the derivative of a single-variable function can be applied to the partial
applications of a function with two (or more) variables.
The partial derivatives of a function of two variables x and y are calculated as follows:

» With respect to x: we consider y as constant and differentiate the function as a function
of x.

» With respect to y: we consider x as constant and differentiate with respect to y.
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d
The partial derivative of f with respect to x is still a function of two variables denoted —f

ox

d
Similarly, the partial derivative of a function f with respect to y is denoted a—f
y
The partial derivatives of f are the derivatives of its partial applications.

= Example 5.13 Consider the function defined on R? by f(x,y) = x>y +x.

Jf _ af _ 2
We have a(x,y) =2xy+ 1 and a—y(x,y) =x".

= Example 5.14 Consider the function defined on R x |0, +eo[ by f(x,y) = x° Iny.

x3

o N _ 22 o \_
We have a(x,y) =3x"Iny and a—y(x,y) =5

|
» Example 5.15 Consider the function defined on R? by

f(xy) = # if (x,y) # (0,0)

0, otherwise

Let’s calculate the partial derivatives of f at (0,0).

f(h70) _f(070)

We have =0 — 0.
h h—0 5
We deduce the existence of the first partial derivative at (0,0) and &_f (0,0) =0.
X

)
Similarly we obtain 8—]((0, 0) =0.
y

R) In the previous example, the function is not continuous at (0,0) because

1
f(tvt) t:)O 5 7éf(070)

Unlike real single-variable functions, the existence of partial derivatives does not ensure
continuity at the point..

R) Letf:R— R. Weknow how to define (provided they exist...) f/, fN, f 3, Similarly, it is
easy to define higher order derivatives for a function f of two real variables:

2
. ﬂ = i a—f : we differentiate twice with respect to x.
dx2  dx \ dx
02 d (d
. —f = — —f : we differentiate twice with respect to y.
dy*  dy \dy
0? d (d
. or =— of : we differentiate with respect to y, then with respect to x.
dxdy dx \ dy

L9 9 (9f
dydx  dy \ dx

) : we differentiate with respect to x, then with respect to y.
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= Example 5.16 Let g be the function defined on R? by: g(x,y) = x°y*.
9’g 2 § 3 0 g
Clearly, we have: W(x,y) = 6xy

a 8 o g B 5
’ a_yz(x’y) =2x7, 8x8y(x’y) = 6x7y. .

Definition 5.1.6 We say that a function f : D C R? — R is of class ¢! if its partial derivatives
exist and are continuous on D. We denote €’ (D, R) the set of such functions.

Theorem 5.1.3 Let f: D C R? — R be a function of class €' and a = (a;,a») € D.
For any i = (hy,hy) such that a+h € D, we can write:

Fla+) = £(@)+ i 2 (@) + 15 @)+ o( )

This relation is called the first-order Taylor expansion of the function f at the point a.

Proposition 5.1.4 If f is a function of class % then f is continuous.

Definition 5.1.7 We say that a function f : D C R?> — R is of class €7 if its second-order
partial derivatives exist and are continuous on D. We denote ¢(D,R) the set of such

functions.

°f ” 2°f
dxdy " dyox’

In general

However, we have the following result:

Theorem 5.1.5 — Schwarz’s Theorem. If f is a function from R? to R, of class 4 on an
9’ f  9°f
oxdy  dydx

open set D C R?, at every point of D, we have:

= Example 5.17 Let’s consider f the function defined on R? by:

x%—y?
f(x y) = xy)(cTyz) if (x,y) 7é (070)

0, otherwise

9% f
dxdy

2*f 22
(0,0) W(O,O),hencefgé% (R, R). .

DIFFERENTIABILITY

We can verify that

5.2 Differentiability
I Definition 5.2.1 We say that f : D C R* — R is differentiable at a = (ay,a;) € D if for any




66 Chapter 5. Functions of several variables

h = (h1,h2), vector in R?, we have as ||| — 0

la+) = 1@+ 5 @)+ 1 5 @) +o( 1)

i.e. f admits a first-order Taylor expansion at a.
In this case, the linear map

d.f: R* —R

(hl,hz) — hlg—i(a) —l—hza—y(a)

is called the differential of f at a.

* If f is differentiable at a then it is continuous at a.
» The existence of partial derivatives of f does not justify its differentiability at a.
* If fis of class €' on D then it is differentiable at every point in D.

= Example 5.18 Let’s consider the function f : R> — R defined by f(x,y) = xy.

Since f is a polynomial function, it is of class ¥’ and hence it is differentiable at every point in
RZ.

Let’s calculate, for example, d, 3) f, the differential of f at (2,3). For any (h1,hy) € R?

d 0
Aoy (1) =1 5 (2,3) +hza—f;<z,3) 3y 2.

Let’s call dx and dy the linear forms "projection on the axes" defined as follows: 4.5cm

dx: R> —R
(h1,hy) —

4.5¢cm

dy: R> —R
(h1,hy) — ho

then the linear map d; 3 f is written as

d(y3)f = 3dx+2dy

R) Concepts like limit, continuity, partial derivatives, differentiability, Taylor expansion... of a
function of two variables can be generalized to functions of several variables.
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® In summary, we have:

fec'(p) = fisdifferentiableon D = fecC’(D)
4

f has partial derivatives

DOUBLE AND TRIPLE INTEGRALS

5.3 Double and Triple Integrals
5.3.1 Double Integrals

Theorem 5.3.1 — Fubini’s Theorem. Let f : R> — R be continuous on the rectangle
X = |a,b] x [c,d] (a <band ¢ <d). Then:

/ab/cdf(x,)’)-dx-dy:/Cd/abf(x,y).dx.dy.

1 r5
= Example 5.19 Calculate J = / / xy-dx-dy
0 J3

5 1413 1
/ xy-dx=y [Exz} = 8y and / 8y-dy = 4. Therefore, J = 4.
3 0

3
[

= Example 5.20 Let U be a bounded region of Rz, and f be a function from R? to R, defined
and continuous on U.
U is a region included in a rectangle of the form % = [a,b] x [c,d].

We want to integrate f over U.

Let’s define:
Fley) = flxy)if (x,y) €U
Y 0 if (x,y) e Z\U.

J| fx-dx-ay= [[ Fey)-dx-ay

Often, we will deal with domains of different shapes:

Then:

a<x<b,

@1(x) <y < @a(x).

Then, we will write:

foey)-dx-dy= [ 7 fey)-dy-ax
/I, L



68 Chapter 5. Functions of several variables

If the domain is of the form:

Then, we will write:

The following figure illustrates the general calculation principle, when the domain is
bounded.

y A

A J

a b
2 dx-d
= Example 5.21 Compute I = / / il y
x + y
1
Prior to computation, notice that this integral is not improper since (x,y) — )2 is contin-
xTy

uous over the rectangle [3,4] x [1,2]. Thus, we can write:
(] 1
o = / = / — dx
x—l—y 3 \x+1 x+2
(N2
B x+2)]; 24

R) Suppose we want to integrate over the rectangle % = [a,b] x [c,d], where a < b and ¢ < d,
the continuous function f, of two variables x and y, defined by a relation of the form:
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f(x,y) :=g(x)h(y), where g and h are two continuous functions of one variable. Then, we
can write:

//fxy )-dx-dy = // )-dx- dy—(/abg(x).dx) </th(y)-dy>.

Proposition 5.3.2 For f a continuous function over a domain U C R? and real-valued.
Let 2, and 2, be two disjoint domains (2; N %, = 0) included in U. Then:

//.@1U-@2f - //91 f+/% A

Similarly, we can write formally:

JLuro= [+ e

R) Double integrals also allow us to calculate areas. The principle is the same as in dimension
1. If 2 is a bounded domain of R?, and if we denote < (2), its area, then we have:

@):/ dx-dy.
9

We call Z the set of points (x,y) such
that:

084
0<x<1
X <y<vx

We want to calculate the area of the

0]

= Example 5.22

044

domain &, which corresponds to the
lune depicted above. /

T
as

We denote o7 this area. We have:

%://@dx-dy:/()l/xfdy.dx:/()l (\/)_c—xz)dx
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Theorem 5.3.3 Let f be a function continuous on a bounded domain U of R
Sometimes, we can use a change of variables to compute

J| £6x9)-dx-ay.

Letobea® 1-diffeomorphism on U, that is:
« ¢:(x,y) — (u,v) bijective of class €' on U.
« ¢!, the inverse bijection, is also of class €' on U’ = @(U).

//Uf(x,y)-a’x-olyz//U/g(u,v)|detj|.du.dv7

where J denotes the Jacobian matrix of q)_l, that is:

Then we have:

dx Jx
du dv
detJ =
dy dy
du dv
i ) cos® —psin6
= Example 5.23 Polar Coordinates: If x = pcos 0 and y = p sin 0, detJ = =
sin@ pcos6

p.

Using the same notations as in the theorem above, we have:

//Uf(x’y) dx-dy= //U,g(p,e)pdpde.

= Example 5.24 Calculating I = // -dx-dy, where U = {(x,y) € R?:x>0,y>
U

v
VX2 +y?
O’az §x2+y2 sz}
A switch to polar coordinates immediately yields: I = / / p2 cos @sinOdpdH, where U’ =
U/

[a, D] x [0, g] . (Draw a picture) Then:

b3—a3
6

b T
1:/ pzdp/zcosesinedez
a 0

Triple Integrals

The definition we provided extends without additional difficulty to triple integrals. We will
illustrate the different methods by computing in two ways the volume of a sphere. It is actually
the volume of the ball bounded by the sphere. Let Z be the closed ball in R? with center O and
radius R.

B = {(x,y,2) cR P +y* 472 SRZ}.
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The volume of 4 is: ”//:/// dx-dy-dz.
B

» Stacked Integration (Method 1):
We reduce it to a double integral:

R27x2
V= // ( _ )-dx-dyzZ//@ R? —x2 —y2.dx-dy,
—\/ —X

where 2 denotes the disk in R? centered at O with radius R. Then we switch to polar

coordinates:
AT 1R anRr3
7/:2// p\/R2—p2dpd = —— | (R —p?)?| =
7 3 0 3
Calculating the triple integral by a change of variables, here are the spherical coordinates:
1 2z
M
/i
/!
Xx=pcos@cosb //"' ;
/ ;
y=pcos@sinb. / !
: / o y
Z=psinQ o |/ : .
L
0 ™~
M
i
Coordonnées sphériques

T
We choose p, ¢ and 6 such that : p € [0,7];0 € [0,27]; ¢ € [—5, ﬂ This choice is easily
justified from the figure. The Jacobian matrix of this transformation is:

dx dx OJx

dp 960 Jdo cos@cos® —psinBcos@ —psin@cosh
| 9y dy dy | . .
J= % J0 % = | cos@sin® pcosOcosp —psin@sind

% % ﬁ sin @ 0 pcos @

dp 90 Jdo

The determinant of J is: det J = p2 cos @ (Sarrus’ rule). Hence:

¥ = /// p2cos pdpdpdo = / p2dp / cosgdp | ” 16.
2

47R3
This immediately leads to 7 = " .

More generally, let’s state the theorem of change of coordinates in dimension 3, of which the
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best application example is the calculation of the volume of the sphere of center O and radius R
performed above:

Theorem 5.3.4 — Change of Variables. Let y: U C R? — V C R?, a ¢!-diffeomorphism
such that :
v(u,v,w) = (P(u,v,w),0(u,v,w),R(u,v,w)).

If 2 C U, we denote 2’ = w(2). We can still write 2 = y ! (.@’) ,and if f is a continuous
function from U to R, then:

///@/f(x,y&)-dx-dy-dz:///@f(l//(u,v,w))‘JW(uW’w)‘.du.d\,,dW’

where Jy, denotes the determinant:

JP JP OP
du dv ow
Jy :=det 8_P 8_Q 8_Q
Ju dv Jdw
JP OJR OR
Ju dv dw

= Example 5.25 In Mechanics, for example, one may need to find the center of gravity of a
homogeneous half-sphere:

B:={(x,y2) €ER’:2>0, ¥ +y"+7 <R*}.

Let m be the mass of the half-sphere. Let i be the mass density of the sphere. If O is the center
of the coordinate system, the center of gravity G of the solid is defined by the relation:

mO%:/// uO—A>/I-dx-dy-dz,
i

where M denotes a point in % with coordinates (x,y,z).

Using symmetry properties of %, it can be easily shown that xg = yg = 0. We just need to

ngz,u///%z-dx-dy-dz.
ng:u///%zdx-dy-dz.

A change to spherical coordinates provides:

calculate z5. We have:

We have:

mzy = ,LL/// (psing) (p*cos pdpdOde) .
(p,0,9)cQ
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v/
with Q = [0,R] x [0,27] x [O, 5] . The calculation is immediate since the integrand is separable:

‘LL R 2r %
ZGZ—(/ p3-dp) (/ dO) (/ sin(pcosq)-d(p).
m 0 0 0

2 3
Finally, considering that m = 3 [.L7rR3 (calculation of a mass density), we find: zg = §R. n
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6. Solved problems

Problems

Problem 6.1 Consider the matrix

01 -1
M=101 1
1 0 1

1. Calculate M> — 2M> +2M.
2. Deduce from the above that the matrix M is invertible; then provide M -1,
3. Retrieve M~ ! using the adjugate matrix (Comatrix).

m 1 m+1
Problem 6.2 Consider the matrix: A= | 0 1 2 , melR.
m 0 -1

1. For which values of m is the matrix A invertible?
2. In the case where m = 2, calculate the inverse of A.



6.2 Solutions

Problem 6.3 Solve and discuss, depending on the parameter m, the system of equations:

—mx+y—mz = 0
(S1): x+my—z = —-m ,
2x+y—z = 1
1 b
Problem 6.4 1. Trouver a,b et ¢ de R tel que : - ¢ xte
(1+x)(1+x%) 1+4+x (1+x?)
dx
2. Calculer I’'intégrale suivante : I = / —_—.
g (14x)(1+x?)
t
3. En déduire I'intégrale suivante : J = / arcanx x
(1+x)?

4. Résoudre I’équation différentielle suivante en précisant son type :

arctanx

(x+ 1)y +y=

En déduire la solution particuliere de (E).
5. Résoudre I’équation différentielle suivante en précisant son type :

y"+y’—y:0.
6.2 Solutions
Solution of problem 5.1
1.

01 —1 01 —1 -1 10

M>=MM=1| 0 1 1 o1 1 |=| 112

1 0 1 1 0 1 1 10

-1 10 01 —1 00 2

M=M= 1 12 01 1 |=|222

1 10 1 0 1 020

So

002 -1 10 01 —1

)
p—
[em—

=21 1 1 2 [+2

2 00
020
00 2

(e}
[\
(e}
—
[—
—_
(e}
[E—
(e}
—
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1
2. We have already established that M> — 2M? +2M = 21, so EM (M2 —2M +2I) =1, and
since MM~ ' =M~ "M = 1, we deduce

1 1
M= (M?>—2M+2I) =
2( +21) s 1 1o
-1 1 0
3. M~! by using the comatrix :
We have |M| = 2.
t
I 1 -1 I -1 2
M_I—Lcom(M)—— 11 1 _! 1 1 0
M| 2 2
2 0 0 -1 1 0
Solution of problem 5.2

1. We have : |[A| = —m? and then A is invertible iff m # 0.
2. After computation :

1/4 —1/4 1/4
A= 1 2 1
1/2 —1/2 —1/2

Solution of problem 5.3

-m 1 —m 0
(S))=AX =B withA= 1 m —1 |:B=| —m
2 1 -1 1

-m 1 —m -m 1 0
m —2 1 -2

detA)=| 1 m —-1|=| 1 m =2 |=-m — =-—m(-3m+2)—1.

1 -3 2 -3

2 1 -1 2 1 -3

1
So (S}) admits a unique solution < m € R\ {_5’ 1 }

1
Iftme {_5’ 1}, the system is incompatible since

e form=1:
from (L) — (L), ona2x =1

from (L3) — (L), we have x =2

} — 2=1/2.
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1
.f = ——
orm 3

From (L) + (L3), we have 10x — 8z = 4
— 4=3
From (L;)+3(L;), we have 10x—8z =3

1
For m € R\ {—5, 1 }, we solve using Cramer’s method:

0 1 —m 0 1 —m
-m m —1 0 2m —1—-m
I 1 -1 1 1 —1 —m—1+2m?
x:3(m+%)(m—1): 3(m+1)(m—1) 3(m+1)(m—1)
-m 0 —m 0 0 -m
I —m -1 2 —m -1
2 I -1 31 -1 —2m — 3m?
Y= detA T detA T3 mt D (mo1)’
-m 1 0 0 1 0
I m —m l+m*> m —m
2 1 1 24m 1 1 — (m*+1) —2m—m*  —2m*—2m—1
= detA - detA - detA T Gmt)(m—1)

5= <<3imj o= 17 o infx_sz o) @inil_)(znT =it

Solution of problem 5.4

l.a=c=1/2, b=-1/2
2. Calculating :

dx
I:/(1+x)(l+x2)

We decompose to simple elements :

dx A Bx+C oyl
1= = dx = d
/(1+x)(1+x2) /(1+x+ 1+x2) /(1+x+ g

1+x?

1
§1n|1—|—x| - Zln(l-i—xz) —I—Earctanx—l—C,CG R

t
Jo / arc anx
1+x

. Deducing :
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We integrate by parts to get

7 / arctanx d arctanx n / dx arctanx iy
_= —aXxX = — = —
(1+x)? 1+x (14x) (1+x2) 14+x

4. (E) is a linear differential equation of order 1.

The general solution of (E) : yg = yo + yp,
yo is the solution of (x+ 1)y’ +y = 0.
-If y =0 is a solution of (Ejp).
dy dx K K
- Si O,/—:— —y=——KecR" th =—KeR
iy7 y I+x Y I+x Yo I+x
We use the method of vaiation of constant, let :

K(x) K'(x)(1+x) —K(x)

_ I
CT14x Y6 (1+x)2
Replace in (E) to get :
arctan x arctan x
K/ (x) = 2etanx — /—d =J.

W= = KW=
Therefore :

t 1 1 1

K(x)= _arlc—’e_lr;x + Eln|1 +x|— Zln (1 —|—x2) + Earctanx—l—C,C eR,
So:
arctan Iln|1 1In(1+x?) 1arctan C
Y6 = — x Lnfita] 1 ( ) = a CeR

(14+x)2 2 1+x 4 1+x 2 1+4x +1+x7

A particular solution of (E) :

_arctanx  1In|l+x| 1In(14x%) 1arctanx
= (1+x)? 2 1+x 4 1+x 2 1+x
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